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Measures of Dispersion
Definition 1. The range for a set of data is the difference between the largest and the smallest
values in the data set. The range for a frequency distribution is the difference between the
upper boundary of the highest class and the lower boundary of the lowest class.

Example 1. Find the range of the following data sets.

1. 54 70 50 16 92 82 24 58 76 23

2.

Class Interval Frequency
14.5-19.5 2
19.5-24.5 4
24.5-29.5 5
29.5-34.5 6
34.5-39.5 3
39.5-44.5 1
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A measure of central tendency gives us a typical value that can be used to describe a 
whole set of data, but this measure does not tell us whether the data are tightly clus-
tered or widely dispersed. We now consider two measures of variation—range and 
standard deviation—that will give some indication of data scatter.

Range
A measure of dispersion, or scatter, that is easy to compute and can be easily under-
stood is the range. The range for a set of ungrouped data is the difference between 
the largest and the smallest values in the data set. The range for a frequency dis-
tribution is the difference between the upper boundary of the highest class and the 
lower boundary of the lowest class.

Consider the histograms in Figure 1. We see that the range adds only a little in-
formation about the amount of variation in a data set. The graphs clearly show that 
even though each data set has the same mean and range, all three sets differ in the 
amount of scatter, or variation, of the data relative to the mean. The data set in part 
(A) is tightly clustered about the mean; the data set in part (B) is dispersed away from 
the mean; and the data set in part (C) is uniformly distributed over its range.

Since the range depends only on the extreme values of the data, it does not give 
us any information about the dispersion of the data between these extremes. We need 
a measure of dispersion that will give us some idea of how the data are clustered or 
scattered relative to the mean. Standard deviation is such a measure.

Standard Deviation: Ungrouped Data
We will develop the concepts of variance and standard deviation—both measures of 
variation—through a simple example. Suppose that a random sample of five stamped 
parts is selected from a manufacturing process, and these parts are found to have the 
following lengths (in centimeters):

5.2, 5.3, 5.2, 5.5, 5.3

Computing the sample mean, we obtain

 x =
a

n

i= 1
xi

n
=

5.2 + 5.3 + 5.2 + 5.5 + 5.3
5

 = 5.3 centimeters

How much variation exists between the sample mean and all measurements in the 
sample? As a first attempt at measuring the variation, let us represent the deviation of a 
measurement from the mean by 1xi - x2. Table 1 lists all the deviations for this sample.

Using these deviations, what kind of formula can we find that will give us a 
single measure of variation? It appears that the average of the deviations might be a 
good measure. But look at what happens when we add the second column in Table 
1. We get 0! It turns out that this will always happen for any data set. Now what? 
We could take the average of the absolute values of the deviations; however, this ap-
proach leads to problems relative to statistical inference. Instead, to get around the 
sign problem, we will take the average of the squares of the deviations and call this 
number the variance of the data set:

 3variance4 =
a

n

i= 1
1xi - x2 2

n
 (1)

10.3 Measures of Dispersion
 ■ Range
 ■ Standard Deviation: Ungrouped 
Data

 ■ Standard Deviation: Grouped Data
 ■ Significance of Standard Deviation

(A)  Mean 5 10
       Range 5 12.5 2 7.5 5 5

8 9 10 11 12

1

2

4

2

1

(B)  Mean 5 10
       Range 5 5

8 9 10

0

11 12

1

44

1

(C)  Mean 5 10
       Range 5 5

2 2 2 2 2

8 9 10 11 12

Figure 1

Table 1
xi 1xi - x2
5.2 -0.1
5.3 0.0
5.2 -0.1
5.5 0.2
5.3 0.0
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Calculating the variance using the entries in Table 1, we have

3variance4 =
a

5

i= 1
1xi - 5.32 2

5
= 0.012 square centimeter

We still have a problem because the units in the variance are square centimeters 
instead of centimeters (the units of the original data set). To obtain the units of the 
original data set, we take the positive square root of the variance and call the result 
the standard deviation of the data set:

  3standard deviation4 = H a
n

i= 1
1xi - x2 2

n
= H a

5

i= 1
1xi - 5.32 2

5
 (2)

 ≈ 0.11 centimeter
The sample variance is usually denoted by s2 and the population variance by s2 

(s is the Greek lowercase letter “sigma”). The sample standard deviation is usually 
denoted by s and the population standard deviation by s.

In inferential statistics, the sample variance s2 is often used as an estimator for 
the population variance s2 and the sample standard deviation s for the population 
standard deviation s. It can be shown that one can obtain better estimates of the pop-
ulation parameters in terms of the sample parameters (particularly when using small 
samples) if the divisor n is replaced by n - 1 when computing sample variances or 
sample standard deviations.

DEFINITION Variance: Ungrouped Data*
The sample variance s2 of a set of n sample measurements x1, x2,c, xn with mean 
x is given by

 s2 =
a

n

i= 1
1xi - x2 2

n - 1
 (3)

If x1, x2,c, xn is the whole population with mean m, then the population variance 
s2 is given by

s2 =
a

n

i= 1
1xi - m2 2

n
*In this section, we restrict our interest to the sample variance.

The standard deviation is just the positive square root of the variance.

DEFINITION Standard Deviation: Ungrouped Data†

The sample standard deviation s of a set of n sample measurements x1, x2,c, xn 
with mean x is given by

 s = H a
n

i= 1
1xi - x2 2

n - 1
 (4)

If x1, x2,c, xn is the whole population with mean m, then the population standard 
deviation s is given by

s = H a
n

i= 1
1xi - m2 2

n
†In this section, we restrict our interest to the sample standard deviation.
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Example 2. Calculate the variance and standard deviation for the following set of data.

5 7 11 15 13 10 8 19

Example 3. Using the data set from the previous example, what percent of the data lies
within 1 standard deviation of the mean? 2 standard deviations?
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Until now we have dealt with discrete random variables, that is, random vari-
ables that assume a finite or “countably infinite” number of values (we have dealt 
only with the finite case). Random variables associated with normal distributions 
are continuous in nature; they assume all values over an interval on a real number 
line. These are called continuous random variables. Random variables associated 
with people’s heights, lightbulb lifetimes, or the lengths of time between breakdowns 
of a copy machine are continuous. The following is a list of some of the important 
properties of normal curves (normal probability distributions of a continuous random 
variable):

Properties of Normal Curves
1. Normal curves are bell shaped and symmetrical with respect to a vertical line.
2. The mean is the real number at the point where the axis of symmetry intersects 

the horizontal axis.
3. The shape of a normal curve is completely determined by its mean and a positive 

real number called the standard deviation. A small standard deviation indicates a 
tight clustering about the mean and a tall, narrow curve; a large standard devia-
tion indicates a large deviation from the mean and a broad, flat curve (see Fig. 2).

4. Irrespective of the shape, the area between the curve and the x axis is always 1.
5. Irrespective of the shape, 68.3% of the area will lie within an interval of 1 stan-

dard deviation on either side of the mean, 95.4% within 2 standard deviations on 
either side, and 99.7% within 3 standard deviations on either side (see Fig. 3).
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Figure 3 Normal curve areas

The normal probability distribution is the most important of all theoretical distri-
butions, and it is a useful tool for solving practical problems. Not only does a normal 
curve provide a good approximation for a binomial distribution for large n, but it 
also approximates many other relative frequency distributions. For example, normal 
curves often provide good approximations for the relative frequency distributions for 
heights and weights of people, measurements of manufactured parts, scores on IQ 
tests, college entrance examinations, civil service tests, and measurements of errors 
in laboratory experiments.

Areas under Normal Curves
To use normal curves in practical problems, we must be able to determine areas under 
different parts of a normal curve. Remarkably, the area under a normal curve between 
a mean m and a given number of standard deviations to the right (or left) of m is  
the same, regardless of the shape of the normal curve. For example, the area under the  
normal curve with m = 3, s = 5 from m = 3 to m + 1.5s = 10.5 is equal to  
the area under the normal curve with m = 15, s = 2 from m = 15 to m + 1.5s = 18 
(see Fig. 4, noting that the shaded regions have the same areas, or equivalently, the 

M10_BARN5985_14_SE_C10.indd   539 11/18/17   4:59 AM

Figure 1: Symmetric distributions such that values near the mean are common and values
far from the mean are rare are bell-shaped. This type of distriution appears naturally, and
when it does we can approximate percentages of data that lie within intervals centered
around the mean.

Example 4. In order to learn how much sleep American high school students are getting,
researchers asked 15,000 randomly selected American high school students how much sleep
they got last night. The researchers calculated the sample mean and sample standard devia-
tion to be 7.6 hours and 0.5 hours, respectively. Assume the collected data has a bell-shaped
distribution. Approximately what proportion (how many) of the students sampled

1. slept between 7.1 and 8.1 hours last night?

2. slept between 6.6 and 8.6 hours last night?

3. slept less than 7.1 hours?

4. slept between 7.6 and 8.1 hours?

5. slept between 6.1 and 6.6 hours?
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